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The objective of this work is to validate an expanded version of a recently developed reaction mechanism 

describing liquid-phase decomposition of RDX. The validation involves a comparison of experimental 

results obtained from confined rapid thermolysis at various set temperatures. In the experiments, the 

decomposition occurs in the liquid phase, which results in evolution of species into the gas phase. The 

spectral transmittances of the gas-phase species are measured using FTIR spectroscopy, and these spectra 

are processed to obtain the temporal behavior of the evolved species using the HITRAN data base. A 

species conservation model was developed to simulate the confined rapid thermolysis experiments. 

The model incorporates the detailed liquid-phase reaction mechanism. The rate parameters in the 

reaction mechanism were optimized by comparing the experimental and computational results. With 

the optimized parameters, the computational model reproduces the experimentally observed trends 

with reasonable accuracy. Some of the deviations can be explained by experimental uncertainty. Based 

on the use of the computational model, initiation of decomposition occurs by HONO elimination. The 

subsequent decomposition occurs via the pathway starting with HONO addition and followed by ring 

opening. The detailed reaction mechanism containing 321 species and 500 elementary reactions was 

reduced to 53 species and 56 reactions using a sensitivity analysis. 

© 2018 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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. Introduction 

Cyclotrimethylenetrinitramine (RDX) is a common ingredient

n rocket propellants and explosives. It belongs to the class of

yclic-nitramine explosives, such as, octahydro-1,3,5,7-tetranitro- 

,3,5,7-tetrazocine (HMX). Many experimental and computational

ffort s have been made to elucidate the thermal decomposition of

yclic nitramines [1,2] . A critical analysis of such decomposition

nd its products has been reviewed [3–5] . A better understanding

f the thermal decomposition can help to create useful models for

redicting combustion instability, impact sensitivity, electrostatic

ischarge, and burning rate behavior. Additionally, a thorough

nowledge of cyclic-nitramine decomposition behavior may assist

he development of newer and safer propellants for long-term

torage. 

The initial decomposition model for RDX and HMX in the

as phase was developed by Melius [6] using quantum chemical

ond-additivity-corrected Moller–Plesset fourth-order perturbation 

heory method (BAC-MP4). Melius’ model also included data

rom a generalized hydrocarbon/air flame model of Miller et al.
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7–9] . Alexander et al. [10] recognized the inability of BAC-MP4

ethod to treat the reaction coordinate for the bond breaking

f cyclic-nitramines to form NO 2, or its recombination, and sug-

ested further development of Melius’ model. The gas-phase

eaction mechanism was later refined by Yetter et al. [11] by

onsidering reactions among the smaller molecular weight species,

uch as CH 2 O, N 2 O, NO 2 , H 2 , HCN, and NO. Chakraborty et

l. [12] performed density functional theory (DFT) calculations at

3LYP/6-31G(d) level of theory [13] to further enhance the reaction

echanism. In particular, successive HONO elimination reactions

ere emphasized. Litzinger et al. [14] modeled gas-phase decom-

osition of RDX and validated Yetter’s mechanism by reproducing

xperimental species mole fractions using the CHEMKIN II software

15–17] with the PREMIX subroutine [18] . Liau and Yang [19] used

he gas-phase mechanism by Yetter et al. [11] in their combustion

odel to predict burn rate, temperature and species profiles in the

-90 atm pressure range. In a subsequent study by Anderson and

onner [20] , a combustion model was developed with the main

bjective of comparing the gas-phase mechanisms by Yetter et al.

11] and Chakraborty et al. [12] ; condensed-phase reactions were

ot considered. Burning rates calculated using either of the mech-

nisms agreed with the experimental results. However, neither

echanism was able to completely reproduce the experimentally
. 
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http://www.ScienceDirect.com
http://www.elsevier.com/locate/combustflame
http://crossmark.crossref.org/dialog/?doi=10.1016/j.combustflame.2018.10.005&domain=pdf
mailto:thynell@psu.edu
https://doi.org/10.1016/j.combustflame.2018.10.005


456 M. Khichar et al. / Combustion and Flame 198 (2018) 455–465 

Fig. 1. Schematics of the thermolysis chamber and the accessories required for species detection in gas phase. 
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obtained trace species profiles. This inadequacy was attributed to

a limited knowledge of the extent of condensed-phase reactions. 

Condensed-phase global mechanisms for cyclic-nitramines

were developed by Brill et al. [21] , Tarver et al. [22] , Hobbs

[23] and Behrens [24] . In several combustion models devel-

oped for cyclic nitramines, the global mechanism for condensed

phase was used along with the detailed gas-phase mechanism

[1,19,25–27] . However, a global mechanism is unlikely to capture

the complex decomposition process of cyclic-nitramines in the

condensed phase. Hence, there is a need to develop a com-

prehensive condensed-phase reaction mechanism with reliable

chemical kinetics data. Since an experimental determination of

a detailed mechanism is a challenging task, a complementary

quantum-mechanics (QM) based approach is adopted. Fortunately,

QM calculations have improved significantly to the level that

liquid-phase reactions can be identified. 

Recently, Patidar and Thynell [28] and Patidar et al. [29] used

QM calculations to identify the initiation pathways for liquid-

phase decomposition of RDX and HMX, respectively. Patidar

and Thynell [28] investigated the four experimentally obtained

pathways by Behrens and Bulusu [30] and presented a detailed

chemical kinetics mechanism consisting of five decomposition

pathways for RDX. Similarly, Patidar et al. [29] examined the four

experimentally obtained pathways by Bulusu and Behrens [31] and

presented a detailed chemical kinetics mechanism consisting of

five decomposition pathways for HMX. 

The objective of the current study is to expand and validate

the liquid-phase decomposition mechanism of RDX proposed by

Patidar and Thynell [28] by using experimental results from con-

fined rapid thermolysis. In the expanded mechanism, many sec-

ondary reactions were identified to link intermediate species to

the final decomposition products detected in the experiments.

Specifically, several important reactions among the smaller molec-

ular weight species, such as CO, CO 2 , CH 2 O, NO, NO 2 , CH 2 NH,

HONO, HCOOH, etc., were added to the mechanism. For its val-

idation, the developed liquid-phase reaction mechanism for RDX

is included in a transient model simulating the confined rapid

thermolysis experiment, covering the temperature range from

538 to 568 K. A sensitivity analysis is performed to identify the

most important reactions, which also yields a reduced reaction
mechanism. p  
. Experimental details 

To study the thermal decomposition of RDX in the liquid phase,

e employ results from confined rapid thermolysis [32] . In this

xperiment, a sub-milligram sample is rapidly heated (20 0 0 K/s)

o a set temperature where decomposition occurs under constant

ressure condition [33] . The spectral transmittance of the evolved

ases is recorded by an FTIR spectrometer operating at a 2.6 cm 

−1 

avenumber resolution. A transmittance spectrum is recorded ev-

ry 50 ms, covering the spectral range from 600 to 3750 cm 

−1 . The

volved decomposition products enter a cool atmosphere, which

s purged by with an inert gas (N 2 ); thus gas-phase reactions

mong the evolved decomposition products are very limited and

eglected. The schematics of the thermolysis region with position

f RDX sample is shown in Fig. 1 . A detailed explanation of the

etup and experimental procedure is provided by Chowdhury and

hynell [32] and is not repeated here. Schematics of FTIR system

nd accompanying optics is provided in [34] . Using a measurement

eriod of about 7 seconds, 350 spectra were recorded. 

. Data reduction procedure 

Multiple thermolysis experiments were performed at each set

emperature and at atmospheric pressure. To quantify the species

oncentration, each spectrum was analyzed separately using a

ata-reduction model described in [34] . The model relates the

pecies concentrations with measured spectral transmittance as-

uming validity of Beer’s law. It takes into account the finite

pectral resolution of the spectrometer [35] . The measured trans-

ittance is obtained by a convolution of the true transmittance

ith the instrument line shape over the entire wavenumber range.

he true transmittance of the gaseous mixture depends on the

pecies concentrations along with the overlap of spectral lines

rom same and different species. The required radiative properties

f the IR active species were taken from the HITRAN database [36] .

The data-reduction model was solved using an inverse rou-

ine implemented in [37] . The merit function χ2 , defined as the

ifference between the experimental and the theoretical spec-

ral transmittance, was minimized. The computational procedure

equires specification of the total pressure, gaseous mixture tem-

erature, optical path length, guessed partial pressures, and the
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Fig. 2. Variation of sample temperature in the CRT experiment and computational 

model for a set temperature of 558 K and 1 atm pressure. 
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pectral range. Species considered for the data reduction process

ere selected based on the experimentally obtained IR spectrums.

able S1, included in the supplementary material, shows the list

f identified species, where the spectral ranges were obtained

rom the NIST webbook [38] . The selection of spectral ranges

or quantification of species concentrations was based on careful

onsideration of spectral range overlaps. In an overlap region, less

ensitive species may go undetected or the model can give erro-

eous results. Hence, the spectral overlaps regions were avoided

or analysis wherever possible. The selected spectral regions are

hown in Table S1. On the successful convergence of the model for

 particular spectrum the relative concentrations of NO 2 , NO, CO,

 2 O, CO 2 , CH 2 O, HCN, and H 2 O are obtained at the corresponding

ime instant. The obtained concentration values are considered as

elative because of the uncertainty in optical path length. A value

f 1 cm for optical path length was assumed for the calculations. 

. Experimental results 

.1. Sample temperature during decomposition 

The temperature of the sample in its liquid state is approxi-

ated by the temperature measured by a 75 μm K-type thermo-

ouple placed between aluminum foil and heater. The obtained

ariation for a set temperature of 558 K is shown in Fig. 2 . Sample

emperature starts increasing in an approximately linear fashion

hen the bottom heater comes in contact with the aluminum foil,

n contact with the thermocouple. This slow increase in sample

emperature continues till the two heaters come in contact with
 f

Fig. 3. IR spectrum of species in gas-phase region evolved during RDX 
ach other. In this low-temperature region, the RDX decomposition

ate is minimal and can be ignored without any significant loss of

ccuracy in simulation results. When the bottom heater comes in

ontact with the stationary top heater, the sample temperature in-

reases quickly at a rate of about 20 0 0 K/s. In approximately 0.18 s

ample temperature reaches within 10 °C of the set temperature

nd then converges asymptotically. This variation in sample tem-

erature for the time interval in which the two heaters are in con-

act can be approximated by an exponential function. The opti-

ized exponential function to mimic the experimental behavior of

ample temperature T is given by, 

 = T set − ( T set − T i ) exp 

(
− t 

τ

)
, τ = 0 . 045 s (1)

here, T set is set temperature of the sample, T i is initial sample

emperature, τ is time constant, and t is time in seconds. This

unction was provided as input to the computational model for

hermal decomposition process of RDX at different set tempera-

ures. Figure 2 shows the comparison between experimental and

omputational sample temperatures. The overlap with experimen-

al temperature shows a maximum deviation of ∼ 5 K for less than

.5 s. 

.2. IR spectrum of gas-phase species 

Figure 3 shows a single transmittance spectrum with bands

orresponding to different product species for a set temperature

f 558 K. The spectrum was obtained at t = 4.84 s from the start

f the decomposition process. The different bands present in the

pectrum indicate the presence of N 2 O, NO 2 , NO, HCN, CH 2 O, CO 2 ,

O, and H 2 O in significant concentrations. These species match

ith the earlier identified products of RDX decomposition by

chroeder [5] and Oyumi and Brill [39] . According to Beer’s law,

he band height depends upon the species concentration and its

olar absorptivity. CO and NO are less IR-active due to a low value

f their permanent dipole moments, and hence their bands are

eak. Many other similar species can be present in the gas phase

nd are not identified here. For the current study, we only focus

n the evolution of these eight species. 

.3. Concentration of gas-phase species 

The model described in Section 3 was applied to each of the

cquired spectrums to provide species relative mole fractions at

orresponding time instants. These relative mole fraction values at

ifferent time instants were combined together to create profiles

or the entire 7 s interval of an experiment. These relative mole

raction profiles were obtained for set temperatures of 538 K,

48 K, 558 K, and 568 K. Figure 4 shows the relative mole fraction

rofiles of all the eight identified product species for the set

emperature of 568 K. Even though the set temperature varies

rom 538 to 568 K, the species evolution rates vary significantly. 
decomposition for a set temperature of 558 K and 1 atm pressure. 
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Fig. 4. Temporal species evolution for two experiments with slightly different sample masses at a set temperature of 568 K and 1 atm pressure. 
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To get a qualitative estimate of the uncertainty in the exper-

imentally obtained relative mole fraction profiles, three experi-

ments were performed at each set temperature. For these exper-

iments, all other experimental parameters such as purge gas flow

rate and pressure were kept constant except sample mass. Since

the sample mass was in micrograms, it was not possible to exactly

use the same amount every time. The variation in experimental

relative mole fraction profiles for two experiments performed at

a set temperature of 568 K is shown in Fig. 4 . For these two ex-

periments, the initial mass of RDX sample was slightly different

(218 μg and 262 μg). The sample with more mass is expected to

release more gaseous products upon decomposition. However, the

evolution of different species relative to each other is expected to

remain largely the same. Figure 4 shows that for the sample with

262 μg initial mass the relative mole fractions of evolved species

are slightly higher. The relative mole fraction profiles correspond-

ing to the two initial sample masses are, however, not exactly

same. For the sample with 218 μg of initial mass of RDX, NO 2 peak

is higher than N 2 O peak but for the sample with 262 μg of initial

mass N 2 O peak is slightly higher than NO 2 peak. Similar variations

are obtained for other species as well at other temperatures. These

results suggest that the experimentally obtained relative mole frac-

tions have an uncertainty of approximately 10%. From Fig. 4 , it can

also be observed that the relative mole fraction value for H 2 O fluc-

tuates much more than other species. These fluctuations are not

physically possible. It suggests that the data reduction model re-

sults for H 2 O are much less reliable compared to other species. In

general, these large variations in H 2 O concentration are caused by

its fine line structure, which is very difficult to resolve. For exam-

ple, in the works by Brill and co-workers [39,40] , the evolution of

H 2 O is not estimated; only the initial appearance of H 2 O is given.

To improve the quality of the predictions, it is necessary to in-
 p  
rease the spectral resolution, but it comes at the expense of a

ecreased time resolution and increased noise in the spectra. 

Figure 4 also shows that NO 2 emerges quickly in the initial

hase of decomposition, reaches its peak value and then decreases.

O seems to roughly follow NO 2 evolution trend although the

eaks are somewhat shifted. This suggests that most major path-

ays of their production are common. Similarly, the relative mole

raction profiles for N 2 O and CH 2 O follow almost the same trend.

oth species emerge at a slightly lower rate than NO 2 during

he initial decomposition phase, reaches peak value and then de-

reases. The peaks for these two species occur after the peak of

O 2 . The evolution profiles of CO 2 and CO follow almost the same

rend with a small difference in their absolute concentration val-

es. The concentrations of CO 2 , CO, and HCN are small compared

o other species. 

The effect of the set temperature on RDX decomposition pro-

ess in liquid phase was also studied. Relative mole fraction pro-

les obtained for set temperatures in the range 538–568 K were

ompared. It was observed that with increase in set temperature,

he peaks in the relative mole fraction profiles of all the species

ecome higher and emerge earlier in the decomposition event.

lso, the NO 2 mole fraction relative to N 2 O increases as the set

emperature increases. Similar trend of NO 2 /N 2 O ratio was ob-

ained by Brill and co-workers [40,41] in their experimental work

n explosives and propellants, including RDX and HMX. 

. Model for decomposition of RDX 

A species conservation model, similar to the model by Lee and

itzinger [42] , was developed to validate our RDX liquid-phase

ecomposition mechanism. The model consists of three key com-

onents, (1) liquid-phase reaction mechanism, (2) conservation
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quations for mass and species in the liquid-phase region, and

3) conservation equations for mass and species in the gas-phase

egion. Each one is described in following sub-sections. 

.1. Liquid-phase reaction mechanism 

The liquid-phase decomposition mechanism of RDX, recently

eveloped by Patidar and Thynell [28] , was further augmented in

he current study. Several secondary reactions were added by fol-

owing the same approach that was utilized by Patidar and Thynell

28] and is summarized briefly here. 

Elementary reactions were identified from QM calculations us-

ng Gaussian 09 quantum chemistry software package [43] . Den-

ity functional theory (DFT) was used with the hybrid functional

3LYP [13] . This hybrid functional provides sufficient accuracy in

nergy calculations of stable species and transition states [12,44] .

he basis set 6-311 + + G(d,p) was used to perform geometry opti-

ization calculations for reactants, products, and transition states.

hese calculations were used to obtain equilibrium and transition

tate properties required for rate kinetics. The conductor-like polar-

zable continuum model (CPCM) [45] was used as solvation model

ith water as the solvent. The choice of solvation model and the

olvent was justified by Patidar and Thynell [28] after comparing

he three solvation models, IEFPCM [46] , SMD [47] , and CPCM, with

ater, acetonitrile, and diethyl ether as solvents. The CPCM model

s parametrized to give accurate free energy of solvation values at

98 K, but has an inherent mean unsigned error of 4–5 kcal/mol

epending on whether neutral or ionic species are considered. In

ddition, intrinsic reaction coordinate calculations were also per-

ormed to connect the reactants to the products via the identified

ransition state. In general, the default parameters were used in

he Gaussian program package. All calculations were performed at

98 K due of the unavailability of a computer program that allows

valuation of free energy at elevated temperatures in the liquid

hase. 

.2. Analysis of liquid-phase region 

The liquid-phase model is formulated based on the conserva-

ion equations of mass and species. The control volume (CV) for

his model is defined by the boundaries of the sample present

n the liquid phase, shown in Fig. 1 . The CV is sandwiched be-

ween two heaters 300 μm apart. For such a small CV, it is rea-

onable to ignore the small concentration gradients for the species

ithin the liquid sample. Hence, the transient mathematical model

or the liquid-phase is zero-dimensional. 

The temporal evolution of a species inside this CV can be at-

ributed to its net production rate via chemical reactions and rate

f evaporation. The net evaporation rate of species i can be ex-

ressed as, ˙ m lg,i = m l,i k lg,i where, m l, i is its mass in liquid phase

nd k lg, i is its liquid-to-gas conversion rate constant, expressed

n an Arrhenius form. The net mass production rate of species

 due to all elementary reactions can be expressed as, ˙ m rxn,l,i =
( ̇ ω l,i W i / ρl ) m l,T , where ˙ ω l,i is the net molar production rate per

nit volume, W i is the species molecular weight, ρ l is the liquid-

hase density, and m l, T is total mass of the liquid phase. For the

xperimentally measured sample temperature range, the density

f the liquid sample is assumed constant. Hence, the set of mass

onservation equations which governs the temporal evolution of

pecies mass fraction Y l, i in the liquid phase is given by, 
d 

dt 

(
Y l,i 

)
= 

˙ ω l,i W i 

ρl 

− Y l,i k lg,i 

+ Y l,i 

n g −1 ∑ 

j=1 

Y l, j k lg, j , i = 1 , 2 , . . . , n l (2) 

here, n l and n g are the total number of species in liquid and gas

hase, respectively. 

˙ ω l,i can be evaluated by considering rate law and species sto- 

chiometry for each of the elementary reactions of species i . The

ffective rate constant k eff for an elementary reaction is evaluated

sing kinetics-based ( k kin ) and diffusion-based ( k diff) rate constants,

1 

k e f f 

= 

1 

k kin 

+ 

1 

k di f f 

. (3) 

The kinetics-based rate constants are evaluated using the ther-

odynamic formulation of conventional transition state theory

48] , expressed as 

 kin, f ( T ) = σs τtun 
k B T 

h c n −1 
re f 

exp 

( 

−
�G 

‡ 

f 

R u T 

) 

(4) 

here, k B is the Boltzmann constant, h the Planck’s constant, R u 
he universal gas constant, n the order of the reaction, and c ref is

he standard state concentration taken as 1 M. σ s , τ tun , and �G 

‡ 

f 

re the symmetry factor, the tunneling factor, and the forward

ibbs free energy barrier for the reaction, respectively. Tunneling

actor is calculated using the Wigner approach [49] . Kinetics-based

ate constant for the backward reaction can be expressed simi-

arly by using Gibbs free energy in the backward direction �G 

‡ 

b 
.

he kinetics-based rate constant accounts for the energy required

o cross the activation barrier but does not consider the finite time

equired for the molecules to diffuse through the solution. The rate

t which molecules diffuse to react with one another depends on

heir size and solution viscosity. As viscosity of the solution in-

reases, the diffusion of molecules within the solution decreases.

s a result, the reaction rate is limited by the diffusion process for

therwise kinetically fast reactions. For kinetically slow reactions,

iffusion has a negligible or no effect at all. 

The mathematical treatment used here for consideration of dif-

usion represents an extension of theory for bimolecular reactions

ith neutral species provided by Strehlow [50] . For a general el-

mentary reaction of the form, A + B + . . . ↔ P + Q + . . . , diffusion

f the reactants to form a reactant complex can be approximated

y sequential combination of these species. Similarly, the diffusive

issociation of product complex to form all the products can be

pproximated by its sequential dissociation. The diffusion rate con-

tants for these intermediate steps are given by [50] , 

 di f f,c = 4 πN A R ( D p + D Q ) and k di f f,d = 4 πR ( D p + D Q ) /V. (5)

k diff, c is diffusion rate constant for combination of species P and

, whereas k diff, d is the diffusion rate constant for dissociation of

Q. N A is Avogadro number, R is encounter radius, V is volume cor-

esponding to encounter radius, and D is diffusion coefficient. Dif-

usion coefficient is inversely proportional to molecule radius r and

s given by D = k B T / 6 πηr where η is dynamic viscosity of the solu-

ion. The net diffusion rate constants in forward and backward di-

ections can be obtained by applying quasi-static assumption. The

adius of each molecule is approximated according to the method

sed in computing its volume within the Gaussian program pack-

ge. The viscosity of the solution is approximated by viscosity of

DX at the solution temperature. For RDX, viscosity was calculated

t various temperatures using equilibrium molecular dynamics cal-

ulation and then fitted to a cubic polynomial for 475–675 K range,
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η = ( − 0 . 002551883266 T 3 + 5 . 1897440080 T 2 − 3531 . 527767 T 

+807 , 165 . 85 ) × 10 −6 Pa-s. 

5.3. Analysis of gas-phase region 

The gas-phase model is also based on the conservation equa-

tions of mass and species. The gas-phase CV is shown in Fig. 1 . De-

composition products which evaporate from the liquid phase mix

with the purge gas in this CV. Uniform mixing of the species is

assumed and hence the gas-phase model is also zero-dimensional.

The gaseous mixture leaves the CV to the large volume of the ther-

molysis chamber. For this open CV, a constant pressure of 1 atm is

reasonable. The purge gas is at room temperature and hence, tem-

perature of the decomposition products decreases as they mix with

it. It is suitable to assume that chemical reactions cease to occur in

gas-phase CV. For high flow rate of purge gas, temperature inside

the CV remains constant. Ideal gas law is applicable for the gaseous

mixture. 
Under these model assumptions, the mass conservation equa-

tion for species i in terms of its mole fraction X g, i in gas-phase

region with n g species is given by, 

d 

dt 

(
X g,i 

)
= 

R u T 

P V g W i 

[ 

m l,T Y l,i k lg,i −
( 

n g −1 ∑ 

j=1 

m l,T Y l, j k lg, j 

W j 

+ 

˙ m 

W P 

) 

X g,i W i 

] 

, 

i = 1 , 2 , . . . , n g − 1 (6)

where, P and V g are pressure and volume of the gas-phase CV, re-

spectively. 

The mass conservation equation for the purge gas in terms of

its mole fraction X g, P is given by, 

d 

dt 

(
X g,P 

)
= 

R u T 

P V g W P 

[ 

˙ m P −
( 

n g −1 ∑ 

j=1 

m l,T Y l, j k lg, j 

W j 

+ 

˙ m 

W P 

) 

X g,P W P 

] 

(7)

where, W P is molecular weight of purge gas. 

Note that energy conservation equation is not required in the

model. Experimentally obtained temperature variation is provided

as input to the model, described by Eq. (1) . A constant tempera-

ture of 200 °C is considered for gas phase. Eqs. (2) , ( 6 ), and ( 7 ) to-

gether form a system of first-order differential equations. With the

availability of a comprehensive reaction mechanism, these differ-

ential equations are solved simultaneously to obtain the temporal

variation of species mole fractions in both liquid-phase and gas-

phase regions. The initial conditions used are ( 1 ) mole fraction of

RDX in liquid-phase CV is 1 at t = 0 and ( 2 ) mole fraction of purge

gas in gas-phase CV is 1 at t = 0. The decomposition mechanism

for RDX has reactions with a wide range of time scales, produc-

ing a stiff system of first-order differential equations. This stiff sys-

tem of equations is solved using the DVODE routines developed by

Brown et al. [51] . The routines use multistep methods with fully

variable time steps and outperform fixed-step-interpolatory meth-

ods on problems with widely different active time scales [51] . 

6. Computational results and comparison with experiments 

Using the method explained in Section 5.1 , a total of 500 ele-

mentary liquid-phase reactions describing decomposition of RDX

were identified. These reactions include 321 species and have

molecularity between 1 and 3. This reaction mechanism is pro-

vided as Supplementary Material. Along with these reactions, the

developed reaction mechanism also includes data required for

estimating reaction rates, including the imaginary frequency of

the transition state for computing the tunneling factor using the

Wigner approach [49] , as well as forward and backward free en-

ergy and enthalpy of transition state for each reaction. 
.1. Parameter optimization 

The computational model was simulated for various set tem-

eratures at a constant gas-phase pressure of 1 atm. The variation

f evaporation rates of different species with temperature is not

vailable in the literature, and hence liquid-to-gas conversion rates

ere optimized using experimental results of CRT. Out of the 321

pecies present in the liquid phase, 24 species were considered to

vaporate. These species were selected on the basis of molecular

eight and relative concentration in the liquid phase. The liquid-

o-gas conversion rates are expressed in an Arrhenius form. The

nitial guesses for the pre-exponential factors and the activation

nergies for evaporation were based on a previous study on hy-

roxylammonium nitrate by Lee and Litzinger [42] . The fitted val-

es obtained by the optimization process are provided in Table S2

f the supplementary material. 

The parameters specified in the reaction mechanism also have

nherent error ranges associated with them. The error ranges de-

end upon the level of theory used for the QM calculations, but

ore importantly on the solvation model itself. The calculated for-

ard and backward free energy barriers in liquid phase have an

stimated uncertainty up to 4-5 kcal/mol. Using the computational

odel, these free energy barrier values were optimized with the

uidance from the experimental results of CRT. Sensitive reactions

ere identified by performing sensitivity analysis. The first-order

ensitivity coefficient was defined as the ratio of change in evolved

pecies mole fractions with change in forward and backward acti-

ation barriers of a reaction [18] . The free energy barriers of the

ensitive reactions were modified by a maximum of 3.8 kcal/mol.

ptimized free energy barriers for sensitive reactions are provided

n Table S3 of the supplementary material. 

.2. Validation of the detailed reaction mechanism 

Figure 5 shows the relative mole fractions of evolved gases in

as-phase region obtained experimentally and computationally for

 set temperature of 538 K. In the experimental results, non-zero

alues of the relative mole fractions are only obtained after ap-

roximately 0.5 s. This delay in the evolution of gases is caused by

he slow initiation of RDX decomposition at 538 K, finite rate of in-

rease of temperature, and the time required for gases to leave the

hermolysis region. The computational model takes into account

he RDX decomposition rate and temporal variation of sample tem-

erature but assumes that the gaseous products instantly escape

rom the thermolysis region. Hence, the peaks in evolution profiles

re slightly shifted early in time in the computational result. 

For a given set temperature, the magnitude of the relative mole

ractions depends upon the initial mass of RDX sample. Hence, the

rend of relative mole fractions should be compared instead of the

bsolute values. The experimental results shown in Fig. 5 reveal

hat the relative mole fraction of NO 2 increases rapidly during the

nitial decomposition phase and then decreases. This trend is suc-

essfully captured by the model. However, the model predicts a

lightly early peak in NO 2 profile compared to experimental result.

he experimentally obtained profiles of NO and NO 2 are similar

ith lower relative mole fraction values for NO. This similarity in

O and NO 2 profiles is also captured by the computational model.

n both experimental and computational results, the initial evolu-

ion of N 2 O and CH 2 O is slow compared to NO 2 . For the later part

f the decomposition process, however, their relative mole frac-

ions are higher compared to NO 2 . The computational evolution

rofile of H 2 O lies within the experimental fluctuation range. The

elative mole fractions of HCN, CO 2 , and CO are small compared

o other identified species in the experiments. A reasonable agree-

ent in the evolution trends of these species is obtained by the

omputational model. HCN relative mole fraction almost matches
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Fig. 5. Experimental and computational species evolution profiles in gas phase for RDX decomposition at a set temperature of 538 K. 

Fig. 6. Experimental and computational species evolution profiles in gas phase for RDX decomposition at a set temperature of 548 K. 
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erfectly whereas CO and CO 2 are predicted slightly higher and

ower, respectively. The deviation can be justified by the uncer-

ainty in the experimental results, discussed in Section 4.3 . The

omputational model also predicts the mass fraction of RDX re-

aining at the end of 7 s period in liquid-phase region. For the set

emperature of 538 K, the decomposition process is slow and 83.39

ercent of RDX compared to its initial mass remains at the end of

 s. 

Figures 6–8 show the comparison between experimental and

omputational model results for set temperatures of 548 K, 558 K,

nd 568 K, respectively. The peaks in relative mole fraction pro-

les occur earlier in time as the set temperature increases. The

omputational model is able to capture this shift in peaks. The

ncrease in decomposition rate with temperature can be realized

y comparing the amount of RDX left in liquid phase after 7 s. The
 c  
ercentages of RDX remaining compared to its initial mass for the

et temperatures of 548 K, 558 K, and 568 K are 72.42, 56.6, and

6.8, respectively. Similar to the results for the 538 K set temper-

ture, the experimental trends of relative mole fraction profiles

re captured with reasonable accuracy. Although, in general, the

redictive capability of the computational model decreases with

ncreasing set temperature. This is likely caused by an increase in

xperimental uncertainties at higher temperatures, where the gas

volution becomes very rapid. 

.3. Reaction mechanism reduction 

The results of sensitivity analysis were used to remove unim-

ortant reactions in order to develop a reduced mechanism. The

omputationally obtained species evolution profiles remain largely
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Fig. 7. Experimental and computational species evolution profiles in gas phase for RDX decomposition at a set temperature of 558 K. 

Fig. 8. Experimental and computational species evolution profiles in gas phase for RDX decomposition at a set temperature of 568 K. 
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unchanged when using the reduced mechanism; the deviation is

limited to about 1%. But the computational time decreases by

a factor of 18 when the reduced mechanism is used instead of

the complete mechanism. The reduced mechanism is provided in

Table S3. Reactions R1 −R34 constitute a set of significant path-

ways which describes decomposition of RDX into its decomposi-

tion products. The important secondary reactions between smaller

molecular weight species are listed as R35 −R56. The reactions

without known transition states are marked with an asterisk (R 

∗).

For such reactions, enthalpy of activation is used instead of Gibbs

free energy of activation in Eq. (4) for rate calculation [52] . The re-

duced mechanism represents isothermal decomposition of a small

amount of RDX with rapid evolution of products into the sur-

rounding purge gas. As such, the reduced mechanism is not likely

to represent the situation of combustion of RDX, in which the
 g
emperature varies at high rates and product species have an in-

ufficient time to enter bubbles in a foam layer. 

.4. Discussion of the reaction mechanism 

The overall reaction mechanism for liquid phase has four ini-

iation steps, (P1) HONO elimination, (P2) NO 2 homolytic cleav-

ge, (P3) hydrogen abstraction, and (P4) substitution of nitro group

ith nitroso group. Based on the values of the forward and reverse

ctivation barriers, Patidar and Thynell [28] proposed HONO elim-

nation as the dominant liquid-phase initiation step. Results show

hat concentrations of decomposition product species are indeed

ost sensitive to the HONO elimination step. Other pathways were

ound to be comparatively much less sensitive. Similar result for

as-phase decomposition was obtained by Chakraborty et al. [53] . 
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Fig. 9. Important pathways for decomposition of INT175a, an intermediate produced by HONO elimination from RDX. 
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Our proposed dominant initiation step satisfies all the char-

cteristics of rate controlling mechanistic step obtained using

euterium kinetic isotope effect (DKIE) based studies [54,55] .

hackelford et al. [54] found that rate controlling step for RDX

ecomposition has a covalent carbon-hydrogen bond rupture.

xley at al. [55] found that RDX dominant decomposition reaction

s unimolecular, and has intramolecular hydrogen transfer. Since,

ONO elimination is a unimolecular reaction with intramolecular

ydrogen transfer, we believe that it is the rate controlling step

iscussed by Shackelford et al. [54] and Oxley et al. [55] . Oxley

t al. [55] also found that mononitroso derivatives are present in

uch less concentrations during liquid-phase decomposition of

DX. Mononitroso derivatives are formed by the initiation step

P4) which, according to our sensitivity analysis results, is not im-

ortant in the liquid phase. It should be noted that our result on

ignificance of the initiation step (P4) defer from previous study

y Behrens and Bulusu [30] . We believe, the difference in results

s potentially due to the occurrence of gas-phase decomposition

eactions in their reaction cell. It is also of interest to note that

nlike in gas phase where NO 2 homolytic cleavage is believed

o be a dominant initiation step [11,39,56–58] , such initiation

s not important in the liquid-phase decomposition. In a recent

tudy on RDX decomposition pathways, a well-defined transition

tate for NO 2 homolytic cleavage in gas phase was located using

oupled-cluster theory [59] . Based on the activation barrier values,

ONO elimination was proposed as a preferred initiation step over

O 2 homolytic cleavage. 

The reduced reaction mechanism has four significant pathways

or the decomposition of INT175a, which is produced from the

ONO elimination initiation step: (P1.1) HONO addition followed

y ring opening, (P1.2) ring opening of INT175a, (P1.3) ONNO 2 ad-

ition, and (P1.4) successive HONO elimination. These pathways

re numbered in order of their significance in the liquid phase

ith P1.1 as the most significant and P1.4 as the least significant

athway. Figure 9 shows the Gibbs free energy profiles for these

athways. Molecular structures of different intermediates formed

long these pathways are shown in Fig. S1 of the supplementary

aterial. Sensitivity analysis shows that pathway (P1.1) is respon-

ible for formation of most of the decomposition products in the

iquid phase. Pathway (P1.3) has second lowest barrier but due

o the insufficient concentration of ONNO 2 , it becomes much less

f

mportant. Pathway (P1.2) and pathway (P1.4) have relatively

igher barriers and do not contribute towards formation of signif-

cant amount of decomposition products. 

The decomposition pathway comprises of reactions R1 and R9-

21 of Table S3. The decomposition process initiates via unimolec-

lar HONO elimination, followed by HONO addition in a different

onfiguration. The intermediate thus formed (INT222a) undergoes

 ring-opening step followed by two successive unimolecular dis-

ociation steps releasing NO 2 and N 2 O. At this stage, ONNO 2 addi-

ion takes place which is followed by two successive unimolecular

issociation steps forming CH 2 NHCHO, CH 2 O, NO 2 and N 2 . Forma-

ion of N 2 is responsible for most of the exothermicity observed

uring RDX decomposition in liquid phase [60] . Further dissocia-

ion of CH 2 NHCHO occurs via two successive hydrogen-abstraction

teps followed by NO 2 addition and two successive unimolecular

issociation steps. The various smaller molecular weight species

ormed along this primary decomposition pathway react with each

ther to form final decomposition products in experimentally ob-

erved composition. 

Attempts have also been made to identify competitive path-

ays where the initiation step is a bimolecular reaction involving

DX. It is driven by the need to simulate reactions during deto-

ation, where the pressure may reach or exceed 20 GPa. For such

ressures, Schweigert [61] has used combined molecular dynamics

imulations and DFT calculations to identify the reaction 

DX + RDX = RD X −HONO + RD X + H + N O 2 (R57)

s having a rate constant greater than the HONO elimination step.

t such high pressures, it is expected that rate constants for bi-

olecular reactions are, in general, larger than for unimolecular re-

ctions [62–64] . The reason is that the activation volume decreases

s the pressure increases for bimolecular reactions, whereas the

pposite occurs for unimolecular reactions. For the above reac-

ion ( R57 ), we have identified a forward free energy barrier of

6.1 kcal/mol, which suggests that the reaction ( R57 ) is not impor-

ant for our low-pressure calculations. Factors like viscosity, den-

ity, and symmetry could also play an important role, but it is

ighly doubtful that the rate becomes competitive with the HONO

limination step for pressures applicable to rocket motor condi-

ions. The reaction does, however, satisfy the DKIE effect observed

or RDX decomposition [54,55] . 
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The decomposition process of RDX at high pressures ( > 0.1 GPa)

is far from well understood. Various different decom position routes

have been suggested based on experimental [65–70] and computa-

tional studies [64] but consensus has not been achieved. Simulta-

neous elimination of three HONO molecules from RDX was pro-

posed as a dominant decomposition step in the pressure range

0.2–1.2 GPa by Brower and coworkers [66,67] . Gupta and cowork-

ers [64,68] proposed N 

–N homolytic cleavage and HONO elimina-

tion in 7-10 GPa range, whereas bimolecular reactions were sug-

gested for pressures greater than 10 GPa. RDX decomposition rate

also shows an anomalous behavior with pressure and crystal ori-

entation [65,70] , which is not observed for its closely related cyclic

nitramine, HMX [71] . Hence, there is a need to further investigate

RDX decomposition at high pressures where factors such as viscos-

ity and solution density can play a significant role in selection of

the preferred decomposition pathway. 

7. Summary and conclusions 

In this study, an expanded version of a recently developed re-

action mechanism describing liquid-phase decomposition of RDX

was validated using results from CRT. The developed mechanism

consists of 321 species and 500 elementary reactions identified us-

ing DFT based calculations at B3LYP/6-311 + + G(d,p) level of the-

ory and the CPCM solvation model. A computational model based

on conservation equations was developed. The model uses the re-

action mechanism as input and predicts the mole fractions of de-

composition products in both liquid and gas-phase regions. Us-

ing the experimental data obtained in the gas phase, the reaction

rate parameter values were optimized. With the optimized param-

eters, the computational model captures the experimentally ob-

served trends, in general. This indicates that the proposed reaction

mechanism includes most of the key decomposition reactions of

RDX in liquid phase. Using sensitivity analysis, a reduced mecha-

nism with 56 elementary reactions and 53 species was also gener-

ated. 

Out of the four previously known liquid-phase initiation steps,

HONO elimination was found to be a dominant decomposition

step. Four important pathways were identified for decomposition

of HONO elimination product of RDX, (P1.1) HONO addition fol-

lowed by ring opening, (P1.2) ring opening of INT175a, (P1.3)

ONNO 2 addition, and (P1.4) successive HONO elimination. Based on

our computational model and sensitivity analysis results, we be-

lieve that in liquid-phase most of the RDX decomposes via HONO

elimination step followed by pathway (P1.1). We also found that,

unlike in the gas phase, N 

–N homolytic cleavage is a minor de-

composition pathway in the liquid phase. 

Finally, our proposed liquid-phase decomposition mechanism

for RDX monopropellant should be valid for operating pressures

applicable to rocket motors. Since the mechanism was reduced us-

ing results from CRT experiments, one should be careful while us-

ing it in combustion models where many complex physiochemical

processes occur. For high pressures relevant to detonation, addi-

tional bimolecular reaction pathways are likely to play a significant

role and our liquid-phase decomposition mechanism in its current

state could be used as a starting point for further reaction pathway

development. 
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