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We use the recently developed reactive force field ReaxFF with molecular dynamics to study
thermal induced chemistry in RDcyclic{ CH,N(NO,)] 5] at various temperatures and densities.

We find that the time evolution of the potential energy can be described reasonably well with a
single exponential function from which we obtain an overall characteristic time of decomposition
that increases with decreasing density and shows an Arrhenius temperature dependence. These
characteristic timescales are in reasonable quantitative agreement with experimental measurements
in a similar energetic material, HMXcyclic{ CH,N(NO,)],]. Our simulations show that the
equilibrium population of CO and CQas well as their time evolutiordepend strongly of density:

at low density almost all carbon atoms form CO molecules; as the density increases larger
aggregates of carbon appear leadingat C deficient gas phase and the appearance of CO
molecules. The equilibrium populations of ldnd H,O are more insensitive with respect to density

and form in the early stages of the decomposition process with similar timescale200®
American Institute of Physics[DOI: 10.1063/1.1831277

I. INTRODUCTION opment of reactive force field$FF9 that can describe
) chemical reactions in a computationally efficient wWay.

A molecular level understanding of condensed-matteizgayF# is a new-generation bond order-dependent reactive
chemistry is a central problem in many areas of chemistn-r pased on extensivb initio QM calculations that enables
and materials science. Despite the enormous experimentgl e first time the accurate simulation of HE materials
and theoretical progress in recer}t years a wide variety ofinger realistic conditions in a computationally efficient way.
phenomena remains uncharacterized. Particularly challeng- Typical HE materials, such as TNT, RDX, HMX, TATB,
ing is understanding the decomposition and subsequent reagaq pETN;, are complex organic molecular solids; their deto-
tions of high energyHE) materials due to the extreme con- p4tion involves the interplay between the mechanical shock
ditions of temperature and pressure involved as well as thel'bading, the induced thermo-mechanical respoffee in-

complex chemistry. Recent advan%is in experimental teChsiance  the coupling between lattice modes and internal mo-
niques such as ultra-fast spectroscoppd interferometd’  |ocyjar modes, large internal deformations of the molecules,
are beginning to provide molecular-level information about 4 plastic deformatiorand the induced chemistry. The un-

the decomposition of HE materials. Nevertheless, moleculafigrstanding of detonation was advanced significantly with
dynamics(MD) remains the only technique capable of pro-he gevelopment of the ZND model by Zeldovich, von Neu-

viding the spatial and temporal resolution necessary to Cha’iﬁann, and Doring during World War 9IThe leading shock
acterize a variety of fundamental issues where a detailed ugz; compresses and heats up the unreactive material. For
derstanding ig_still Iacki_ng, such as the iniFiaI chemical StePSrong enough shock waves the high temperatures and pres-
of decomposition, detailed chemical reaction pathw@ys- g res trigger the chemical decomposition of the HE material
and multi-moleculay and the molecular structure of prod- 54 js followed by a decrease in density and pressure as the
ucts. Such fundamental information is necessary for the despemical reactions progress and the material expands in the
velopment of physics-based, predictive materials models thabaction zoné. For steady detonations the reaction zone
can be used in large-scale macroscopic simulations of Higoyes with the leading shock at the detonation velocity and
materials. ) . ) i _ends in the so-called Chapman—Jou@e) point; a Taylor

The fundamental input in MD simulations are the atomic gjaase wave follows, where the products expand and the
interactions, which are described from first principles bypressyre decreases to a value that depends on the rear bound-
quantum mechanicéQM). Unfortunately QM methods are a1y condition(equal to zero for unsupported detonatiors

computationally too intensive to describe most processes Cﬁecessary condition for the steady propagation of a detona-
interest under realistic conditioriespecially when chemical tion is the existence of a “sonic point” that isolates the re-

reactions need to be describedhis limitation has been  cion zone from the release wave. The local sound speed
overcome, to a large extent, in recent years with the develyecreases from right behind the shock front into the reaction
zone and Taylor wave due to expansion; at the sonic point
dElectronic mail: strachan@lanl.gov the local sound speed is equal to the detonation velocity such
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that no perturbation in the Taylor release wave can affect thd. ReaxFF FORCE FIELD
reaction zoné&.Real HE formulations are defectiviplastic . . _
In this paper we used the ReaxFF reactive force field for

bonded, porous, efcand these heterogeneities lead to hot- . ) ReaxF ous| d dv the ini
spots and a complex multi-dimensional flow even in macro-itramines (Reaxfifiyo) as previously used to study the ini-

scopically unidirectional detonation. tial chemical events in RDX during shock simulaticriBhe

MD with reactive potentials that exhibit simple, fast, and potential functions in Reaxkfy, are very similar to those
' f earlier reported for the hydrocarbon reactive force ffeld.

exothermic chemistry has been extremely useful to Chara(ﬂere we will only describe the general concepts of ReaxFF

terize detonation in model systems. Nonequilibrium MD : : . .
. . . . ._ followed by a more detailed discussion of the differences
shock simulations with these potentials enabled the atomisti
etween ReaxFf;,, and ReaxFEy.

description of steady detonation Wa\Ze?_S_and have b_een ReaxFF;, partitions the system energy into the contri-
used to study the role of defects on initiatiot, the exis- butions described in Eqd):

tence of a failure diametét desensitizationi? etc. The direct '
observation of steady detonations is possible because theBg,ai= Epond™ Eover™ Eundert Eip T Etriple T Evai ™ Epen
model potentials are tuned to have a very short reaction zone
(around 10 nm In most high energy materialéncluding
RDX, HMX, and TATB) the reaction zones are much wider A fundamental difference between the ReaxFF and un-
(up to millimeterg and reaction times much longéx frac-  reactive force fields is that ReaxFF does not use fixed con-
tion of a microsecond making direct, nonequilibrium atom- nectivity assignments for the chemical bonds. Instead the
istic simulations of steady detonations impossible with curbond order, BO, is calculated directly from the instanta-
rent or near-future computational capabilities. Neverthelesseous interatomic distanceg [see Eq.(2)], which are up-
reactive MD simulations using ReaxFF provided importantdated continuously during the dynamics. This allows for the
information regarding the initial chemical events in RDX creation and dissociation of bonds during a simulation. These
under shock loadingNO, was found to be the only product instantaneous bond orders B@re corrected for overcoordi-

in weak shocks in agreement with experiments and, despiteation of the atoms sharing the bond, yielding corrected
the fact that the barriers for pathways leading to,Nadd  bond orders BO that are used subsequently on all covalent
HONO are essentially the same, we also found that fofnteractions[e.g., the functions describing bonds,Fq.
strong shocks the primary reactions leading to,N@H, bond angles (kg and torsions (Es)]:

NO, and N occur at very early stages with time scales of a BO;'; _ BO{J-“ i Boirjfr I Boirjvnr

+Etors+ Ecoa+ Econj+ EvdW+ ECou- (1)

few ps.

Equilibrium MD simulations can provide valuable infor- F{ (rij a ;{ (rij ) q]
mation regarding the thermal decomposition of HE materials =expQ Po| — | | TEeXH Pa| —
enabling the characterization of processes with time scales o/, fo/ 4

q
rij
I

0

waves. For example, Manaa and collabordforsed QM-
based MD to study HMX decomposition at a temperature
and density T=3500K andp=1.9 g/cn?) close to CJ con-
ditions. Their simulations shed light into the initial chemical
reactions and time scales for the production of several procﬁ . . .
ucts. Unfortunately, the computational cost of such QM ond is broken. Since bonds can break and form during dy-

methods hinders their applicability to study decomposition afamlgs, we cannot exclude Coulomb and van dgr waals in-
. . . _teractions for bonded atoms as commonly done in many FF.
lower temperatures that require much longer S|mulat|or]

times (several nanosecoridsinother promising avenue to nstead we must include these interactions between every
wolore lona tim le bhenomen pwith MDgi th tom pair, independent of the instantaneous connectivity.
? plore 1o g" e-scale phenomena . S the US€ Ot is very natural for the Coulomb interactions since Re-

hugoniostat” techniques, where the equations of motion of

o .axFF treats the atomic charges as having the finite size of the
the atoms are modified to reproduce the state of the materigl leading to shielding of the Coulomb interaction for
caused by the passage of a shockwXvé’ '

X ' shorter distances. We also include a similar shielding for van
~ Inthis paper we use ReaxFF with MD to study thermal-qo \waals interactions, reducing repulsion at short inter-
induced decomposition of RDX at various densité@®m ;i mic distancessee Eq. 12 in Ref. )4

p=2.11 g/cn in compression to 0.21 g/chin expansioh S
and over a wide temperature ranfeom T=1200 to 3000 A- New terms and modifications in ReaxFF

@

much longer than those attainable in nonequilibrium shock-
+ ex;{ pm<

T

All covalent interactions are expressed in terms of these
ond orders so that these terms dissociate properly as any

K). Our most extreme simulationg=2.11 g/cnt and T To enable the description of nitramine chemistry the fol-
=3000K) correspond to conditions close to those of the CJowing additions were made to ReaxgF:
point (final state of detonatigrof RDX. In Sec. Il we briefly Bond energy function Both ReaxFgy and

describe ReaxFF and its parametrization. Section Ill deReaxFF;,, allow separate functional forms (BQ BO,,,
scribes our MD experiments on thermal decomposition anéind BQ, ) to describe single, double, and triple bonds. Each
the molecule recognition method we used to analyze thef these bond orders has a different dependence on bond
simulations. In Secs. IV-VI, we present the results and theidistance with the parameters determined from calculations
implications. Finally, in Sec. VIl conclusions are drawn. on molecules such as H3C—-NH3, H2&NH and HG=N.
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However, in ReaxFE;, the total bond energy is described as R—NO2 which contain an over coordinated atom as a result
a function only of the total bond order (B@BO,  of breaking up a formal lone electron paik(, ;=1) next to
+BO..,). In contrast ReaxFf;,, uses separate energies for @ formally undercoordinated atom.

single, double, and triple bonds, as shown in E). The Valence angle conjugation In simple valence bond
reason for this change is that while carbon—carbon systent§eory, this is described in terms of a formal charge transfer
have bond energies that increase systematically for single #¢ading to an N- atom that can make four bonds and for
double to triple bondsdissociation energies of 98, 178, 235 H2C=N=N an N- atom that can make only two bonds.
kcal/mo), multiple bonds in systems containing N and O canReaxFfky; contained a conjugation term keyed to torsion
have dramatically different behaviors as bond orders inangles. This accounted for the effect of conjugation on rota-
crease. This arises because of the role in the bonding of lorféonal barriers. However, for nitro systems the main effect of
pairs on N and O, which can participate in bonding. ThusNO,-conjugation is on the stability of the system and as such
ReaxFF has been extended to partition the total bond energiannot describe the NGconjugation. To properly describe
into individual contributions from sigma-bonds, pi-bonds, the stability of the nitro group we now include a conjugation
and double pi-bondétriple bonds, as indicated in Eq(3).  term keyed to valence angleE{,,) to the ReaxFF energy
As in ReaxFky, the bond orders BOas obtained from Eq. description. Equatiort6) shows the potential function used
(2) are corrected for overcoordination. Using these correcte#® describe the valence angle conjugation contribution in
contributions(BO), Eq.(3) is used to calculate bond energies angleijk:

in ReaxFFEj,: 2+exp(—Np4))

coa
Evond=2, ~D’BO[j+-D"BOJ+-D""BOI". (3

Ecoa™ Pijk 1+exp(— )\zlAj) + eXF()‘ZZAJ)

! X exd —Ayo(BO;j —2) Jexd —Noo(BOj—2) 1,

Lone pair electrons The second new potential function (6)
used in ReaxFk,, is an energy term associated with lone
electron pa_|rs{E,p in Eqg. (1)]. Lone pairs .of electrons gen- . alence angléjk.
erally play little role in hydrocarbon chemistry, but lone pairs

: . . Terminal triple bond stabilization . While ReaxFF rec-
on such heteroatoms as oxygen and nitrogen are |mpo.rtan.t P)qgnizes triple bonds, a bond order of 3.0 is attained at dis-
the response of these atoms to over- and undercoordmgﬂopances shorter than equilibrium since it reflects an asymptotic
Furthermore, the presence of these lone electron pairs |nflub-

ences the valence angles around atdthis aspect was al- ond order value. At equilibrium, a system with a formal
9 P triple bond usually has a bond order of about 2.7. Although

read)_/ incorporated n ReaxEE)_. In addition, lone pairs the atoms involved in the triple bond do not completely fill
contribute to the stability of conjugated systems by delocal, ~. . L
o ) ) . their valency, this loss of bonding is countered for systems
izing over adjacent pi bonds. Thus Ed) is used to deter- .- . : oo ST

. ; : with internal triple bonds by undercoodination stabilization
mine the number of lone pairs around an atafiin Eq. (4)

is the difference between the total number of outer shell elecgt(e)\:”?r?e Eeafggcéougg?jpﬁl”}é:esggga ds t obt(()) T)dﬁt.tleHZ\g-
trons (6 for oxygen, 4 for silicon, 1 for hydrog¢rand the ' bp &g

sum of bond orders around an atomic center bility in cases with terminal triple bonds as allowed by N and
' O systems(HC=N, C=0, and N=N). Fortunately, it is

whereA; describes the overcoordination on the central atom

_ e . e 2 straightforward to detect terminal triple bonds allowing us to
nlp,i:mt(? +ex;{ —Nig 2+AF-2 mt( ?> (4)  use Eq.(7) to account for the additional stabilization:
— 2

For oxygen with normal coordination(total bond Eurip = Vrip €XHL ~ Ae(BO;; —2.57]
order=2, Af=4), Eq. (4) leads to two lone pairs. As the 1
total bond order associated with a particular O atom starts to *1725 exfirs(A+A)]
exceed 2, Eq(4) causes a lone pair to gradually break up. b
This is accompanied by an energy penalty, as calculated by X[exd —A4(SBOQ—-BGj)]

Eg. (5). Ajpi in Eq. (5) depicts the deviation of the number _ CRA
of lone pairs around an atom from the number of lone pairs X~ \a(SBO-BOI, )
at normal coordinatiori2 for oxygen, 1 for nitrogen, 0 for SBQ and SBQ are the sum of the bond orders around atoms

carbon and hydrogen i andj andA; andA; describe the overcoordination in atoms
i andj, by subtracting the valency of these atoms from $BO
. PipAip,i (5 and SBQ.
P l+exp(—754,) All the modifications introduced in Reaxff, are

fully compatible with ReaxF§ and with the ReaxFF poten-

To further account for the influence of lone pairs Ontials for silicon/silicon oxide¥ and aluminum/aluminum
molecular stability the energy expressions used in RegxFF oxidest?

to calculate the contributions of overcoordination energy

(Eoper) have been expanded to account for deviations in th o

number of lone pairs. The overcoordination for Reaxf§ PB Parametrization of ReaxFF

differs from that for ReaxFf in that the overcoordination The parameters of the nitramine ReaxFF are based on a
penalty gets diminished for systems like H2BI=N and large number o#b initio QM calculations. Over 40 reactions
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FIG. 1. Energetics of unimolecular decomposition mechanisms in RDX obtained using the Rediiittes with filled symbolg and with QM(dashed lines
with open symbols(Ref. 20. Circles represent the sequential HONO elimination, triangles show the decomposition process following homolytic N—N bond
breaking (NQ elimination, and diamonds represent the concerted ring-opening pathway. Intermediates and products are described in Ref. 20.

and over 1600 equilibrated molecules have been used; they ReaxFF also describes crystal data accurately; we obtain
are designed to characterize the atomic interactions undéattice parameters of=13.7781A, b=12.0300A, andc
various environmentglikely and unlikely (high energy] =10.9609 A in good agreement with the experimental values
each atom can encounter. The training set contains bond3.182, 11.574, and 10.709 & The calculated bulk modu-
breaking and compression curves for all possible bondduys B;=13.90GPa is also in good agreement with the ex-
angle and torsion bending data for all possible cases, as welerimental measurements that range from 13.0%&Rso-
as crystal data. The data used to parametrize ReaxFF therma) to 11.1-11.4 GP# (isentropic, from ultrasonic
includes all the cases previously used in the hydrocarboresonant frequencigs Both lattice parameters and bulk
training set described in Ref. 4 plus the additional cases danodulus were obtained by fitting Rose’s equation of $tate
tailed in the supplementary material of Ref. 5 which alsoto energy-volume data obtained from isothermal, isocoric
compares the accuracy of ReaxFF in fitting the QM data. (NVT) MD at T=300K. The lattice parameters for the NVT
Thus ReaxFky,, accurately describes both the gassimulations were obtained by homogeneously scaling those
phase chemistry of hydrocarbons and various C, H, N, Qesulting from energy minimizatioitrelaxing atomic posi-
systems, including the derived decomposition pathways ofions and lattice parameters
RDX. Figure 1 shows ReaxF#ull lines) and QM (dashed

lines) results of the energetics of 21 intermediate and transi-
tion )states involved in '?he four most important gas phas JIl. MOLECULAR DYNAMICS SIMULATIONS
P 9as PNastye ppx THERMAL DECOMPOSITION

decomposition mechanisms. We show the main three mecha-

nisms studied by Chakraboffy{sequential HONO elimina- We study the decomposition of RDX at various tempera-
tion, homolytic cleavage of an NN bond (N@limination tures betwee=1200 K andT=3000 K and at three densi-
and subsequent decomposition, and concerted decomposies: at 1.68 g/crh(close to normal density—corresponding
tion] as well as a pathway involving NOnsertion suggested to zero pressure volumé&/=V;), under compressiof2.11

by Zhanget al. for HMX.?! For this last case we performed g/cn?) and at low density(0.21 g/cni) using the reactive
QM simulations at the same level used by Chakrabettgl.  potential ReaxFF with MD. The initial state of the simula-
for the RDX-equivalent mechanism. We see from Fig. 1 thations consist of RDX perfect crystals using simulation cells
ReaxFF accurately describes the complex gas phase decogentaining eight moleculetone unit cell, 168 atomsand
position of RDX. 3-D periodic conditions. After relaxing the atomic positions
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at each density with low temperature MOT € 10K) we

study the time evolution of the system at the desired tem- ' RDX therma] decomposition |

perature with isothermal isochoridNVT ensemblg MD

simulations(using a Berendsen thermostat; the time scale
associated with the coupling between the thermostat and the

atomistic system was set to 200).f$n order to correctly

describe the fast chemistry under extreme conditions we use
a time step of 0.1 fs in integrating the equations of motion
(nonreactive simulations can typically use one order of mag-

nitude larger integration step

Using just a single unit cell facilitated the exploration of
lower temperatures processes where simulations for several time (ps)
nanoseconds were necessary to reach an equilibrium distri-
bution of productgone nanosecond corresponds to ten mil-

lion MD steps. We consider that use of one unit cédiight

molecule$ is sufficient to characterize the overall time evo-
lution of the chemistry during cook-off. In order to test sys-
tem size dependence of our results we performed some simu-

lations with larger cells(2X2X2 unit cells, 64 RDX

molecules, and 1344 atom$Both time scales and equilib-
rium distribution of products are in excellent agreement with

the smaller simulations.

Identifying chemical processes under the extreme condi-
tions characteristic of HE decomposition is very challenging 19000 T e 106016000
due to the high energies and fast time scales involved. In time (ps)
order to discuss these chemical processes in terms of mol-
ecules we must first define what we understand to be a mol-
ecule which in turn is based on the definition of bond. Bonds

are usually defined ikonfigurationspace(positions: when
two atoms are closer than some cutoff distafdepending

on the elements involvedhey belong to the same molecule.
However, under the extreme conditions of temperature and
pressure studied here two atoms may be close in configura-

tional space for times shorter than a vibrational peridd

their c.m. kinetic energy is larger than the binding engrgy
Thus, we use an alternative definition that two atoms are

bonded if they are close iphasespacegatomic positions and

momenty; in practical terms we require the two atoms to

have negative relative energy:

Eij:Vi(ri1]t>(rij)+KE:irJ;'1)<0i (8)

WhereVi(Ht)( ri;) is the effective pairwise interaction between

atomsi andj separated by a distancg and K{}) is their

J. Chem. Phys. 122, 054502 (2005)
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FIG. 2. Time evolution of potential energyn kcal/mol per unit ce)l for

temperatures from 1200 to=13000 K and volumes ¥ 0.8V, (a), V=V,
(b), and V=8V, (c).

gies is$; this leads roughly to the energy of tlebonds?

c.m. kinetic energy. The interaction between two atoms inThe distance parameters are obtained by multiplyingathe
ReaxFF depends very strongly on their environment; for théoond distances by 1.35; this leads to equilibrium bond dis-

purpose of defining bonds westimate \?Qt)(r) using an ef-
fective two body interaction with a modified Morse term:

Dij(x*(r)—2x(r)) if r>R,
_DU if r<Ri

ViR = . ©

j 3

where x(r)=exd y2(1-r/R;;)]. In order to define unbi-
ased parameters for E(Q) the energy of the effective inter-

actions Q;;) are proportional to the ReaxFF bond energy

parametetand the distancesR;) are proportional to ther
bond distance$The three free parametdenergy scale, dis-

tances. In order to avoid having different molecules in the
compressed crystals appear to be clustered together we chose
a large value for the curvaturg=25. Similar cluster recog-
nition methods have been used in fragmentatfon.

IV. ENERGETICS AND TIME SCALES
OF DECOMPOSITION

Figure 2 shows the time evolution of the potential energy
of RDX for temperatured = 1200, 1500, 2000, 2500, and
3000 K at three densities: under compressi@ril g/cni)

tance scale, and curvatufg)] were chosen to correctly rec- [Fig. 2(a)], for normal density(1.68 g/cm) [Fig. 2(b)], and

ognize RDX molecules in their crystalline form at
=300K. The prefactor used to defif; from bond ener-

for the low density cas€0.21 g/cr) [Fig. 2(c)]. It is clear
see from Fig. 2 that higher densities lead to faster chemistry.
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TABLE |. Parameters describing the exponential behavior of potential enyery similar to RDX obtained from a wide variety of experi-
ergy with time during RDX decomposition obtained from our MD simula- mental ignition times including fast processes (&@) by

tions as a function of temperatut&) and density(p). We also show the oL .
equilibration-induction time for each caseé;(,). Energies are given in Henson and collaboratof$The compilation of experimental

kcal/mol and times in ps. data includes a wide variety of sources such as thermal ex-
plosions, fast pyrolysis, laser heating, and detonati6fsg-

T(K) p(glem)  tr Uo AU 7 ure 3 shows that our first principles-based calculations are in

1200 2.11 10 —~18565.9 2475.66  1260.18 reasonablequantitative agreement with experiments. The

1500 211 8 -18502.1  2992.04 248.28  Arrhenius behavior shown by both MD and experimental

2000 2.11 3 ~180436 254112 50.44  results can be attributed to a single rate-limiting step in the

2500 211 25 -17622.8  3160.93 14.47

sequence of reactions that lead to decomposition. From the

3000 2.11 2 -17355.0  3217.71 6.94 ) . . A )

MD simulations we obtain an activation enerdy,j for this
1200 1.68 10 —18667.6 261023  1857.16  |imiting step that increases as the density decreases: for
1500 1.68 9 184233 275997 27696  ,—5 11 g/cn we obtainE,~23 kcal/mol and forp=0.21
2000 1.68 5 -182133  3150.71 59.96 13 E.—26.6 keal/mol.
2500 1.68 2 -179314  3218.99 1773 9/CMT B4
3000 1.68 1 —-17720.0  3201.26 10.73
1500 0.21 - 177055 2102.23 2688.19 V. TIME EVOLUTION OF INTERMEDIATES
2000 0.21 22 -170049  2032.99 a0803 AND PRODUCTS
2500 0.21 175 169298  2494.95 169.34 In Fig. 4 we show the time evolution of the population of
3000 021 150 —167433 234787 11244 ey products N, H,O, CO, and C@and intermediate NQ

the time is scaled with the corresponding characteristic reac-
tion time obtained from the energy evolution. We find that

After an initial equilibration and induction timédenoted N-N bond breaking to form NOis the dominant early

te_,) the potential energy decreases with time as the Chemghemical reaction for the conditions studied. This occurs de-

cal reactions progress. Its temporal evolution can then baPite the similar energy barrier for HONO elimination. This
described rather well with a simple exponential function; ~ difference is expected since the hi@rmation mechanism
leads to greatly increased entrofgnd hence less free en-

U(t;T,p)=Uo(T,p) +AU(T,p) ergy), while HONO elimination has a tight transition state
e (low entropy and high free energyThis was also observed
xex -~ (t-te-)/n(Top), (10 in the pressure and temperature dependence in the reaction
whereU is the asymptotic energy of the productd) isthe  rates estimated in Ref. 28. It was also apparent in the shock
exothermicity of the reaction, andis an overall character- induced decompositiGrwhereas N@ products dominate the
istic time of reaction; all three parameters are temperaturearly species for weak shockap to particle velocity of 3
and density dependent. In Table | we show the parametelign/s) while higher velocities led to equal amounts of HO
obtained from fitting Eq(10) to our MD data. and NO at early times. For every condition of temperature
Figure 3 shows the characteristic tim@s logarithmic  and density we find that the time scales ofQHand N
scalg as a function of inverse temperaturrhenius plol.  formation are similar to one another and to the overall char-
The dashed line corresponds to MD results at 2.11 §/tine  acteristic time(s); formation of HO and N, occurs during
solid line with open squares corresponds to 1.68 3/@nd  the early stages of the process. Maeaal. found that HO
the dotted one represents the theoretical results 0.213g/cnforms faster than Nin HMX decomposition usingb initio
The solid line shows the behavior of HMpan HE material  MD. We also find that the time scales of CO and £for-
mation depend on density: for normal and high density the
time scales of CO and CQormation are larger than those of
T3 H,O and N whereas at low density CO forms promptly and
] with time scales similar to those of,® and N (see Fig. 4.

x0T
RDX thermal decomposition

. 10_7 ReaxFF MD simulations
X E

1><10'8;‘ Henson et al, (HMX) VI. EQUILIBRIUM STATE OF THE PRODUCTS

§ 1x10° A. Asymptotic population of key molecules
o IX E E
g 0 ] Figure 5 shows the asymptotitime averagedpopula-
Ix10g * p=1.68 glem® 3 tions of the key products (N H,O, CO, and CQ) for the
uf T~ 5 3 various temperatures and densities studied. We find that the
110 F ¢~ p=2.11 g/em 3

: E population of N decreases with compression. At low density
BT I R T T T TR essentially all N atoms form Nmolecules; fop=2.11 g/cnd
1008',6;(10 07 08 09 the populatic_)n of Nis smgller(involving roughly half the. N
atomsg and increases with temperature. The population of
FIG. 3. Characteristic time versus inverse temperature from ReaxFF Mq_|20 also decreases under compression but the values for
simulations for different volumes: ¥0.8V,, (red line, V=V, (black line, _ .
and V=8V, (green ling. We also include the Arrhenius behavior obtained p=0.21 and 1.68 g/c?hare comparable. The pODUIatlonS of
from a wide range of experimental ignition times in HMlue line CO and CQ show a much more marked density dependence.

(Ref. 2. We see from Fig. 5 that at low densiti€g=0.21 g/crﬁ)
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FIG. 4. (Colon Time evolution of products N H,0O, CO, and CQ and intermediate N©for T=3000 K and 1500 K and three densitigs=2.11 g/crd,
p=1.68 g/cni, andp=0.21 g/cni. Here (b) corresponds approximately to the CJ point.

virtually all C atoms form CO molecules while we find no equilibrium configuration foV=0.8V,, containing a small
CO, moleculegthe total number of C atoms in the system is condensed phase cluster with ten carbon atoms.

24). Figure &a) shows a snapshot of the equilibrium state for The phenomena of carbon clustering is very important to
T=3000K andp=0.21 g/cni. All atoms form small mol- understanding the properties of HE materials. In Fig. 7 we
ecules; in addition to the ones shown in Fig. 5 we find O plot the maximum number of C atoms in a single molecule
and H, with asymptotic populations of 4 and 7, respectively.as a function of temperature and for the three densities stud-
As the density increases the equilibrium population of,CO ied here. Forp=0.21 g/cni there are no molecules with
increases at the expense of CO molecules; this happens bmore that one C atom at any temperature. fof..68 g/cni
cause at higher densities C atoms tend to clusterize into comnd high temperatures the largest carbon aggregate slowly
densed phase aggregates, leading to a C-poor gas phase. Tinisws with decreasing temperature, but betw&enl1500
results in an increase in the population of £@olecules. and 1200 K we find an abrupt jump in the size of the con-
For p=2.11 g/cni we find almost no CO molecules; all the C densed phase. Fpr=2.11 g/cni we find larger C clusters at
atoms that do not form COmolecules end up in the con- all temperatures and the abrupt increase in the size of the C
densed phase aggregate. Figufle) 8hows a snapshot of an aggregate occurs at higher temperatyEtween 2000 and
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(a) p=0.21 g/cm3
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FIG. 6. (Color) (a) Snapshot of an equilibrium configuration fo=B000 K
and p=0.21 g/cni. (b) Snapshot for 3000 K andp=2.11 g/cni; this
corresponds approximately to the CJ conditions, showing molecular charac-

N2 H20 CcO co2 ter at this point.

FIG. 5. Final population of key molecules for various temperatures from
T=3000 K to T=1200 K and three densitieg=2.11 g/cni (a), p=1.68

glen? (b), andp=0.21 glcnd (c). ance. This direct method has two drawbacks: First, it leads to
very inaccurate results when the mean lifetime is longer than
or comparable to the simulation time. The second problem is

2500 K). Larger systems and longer simulations are necesthat it is difficult to recognize unambiguously molecules in a

sary to fully characterize the relatively slow process of car-
bon clustering, nevertheless our simulations seem to indicate
the existence of two distinct regimes: one dominated by large
carbon aggregatdfavored by high density and low tempera-
ture) and a second in which most C atoms form small mol-
ecules(for low densities and high temperatuyres

B. Mean lifetimes of products in equilibrium

Figures 4 and 5 show total populations of various mol-
ecules but do not provide any information regarding their
atomic stability: what is the average lifetime of an individual
molecule? Under these extreme conditions we expect popu-
lations to be in dynamical equilibrium by undergoing fre-
guent atomic rearrangements.

A direct calculation of the mean lifetime of a given mol-

T T T T T T
| Carbon clustering
Maximum number of C
20  atoms in one molecule B
g
2
= 1 5 -
O p=2.11 g/em’
[«]
i
,_"g 101
3
| p=1.68 g/cm
3
r p=0.21 g/cm
00 1300 2000 . 2500 3000

temperature (K)

FIG. 7. Maximum number of C atoms in a single molecule as a function of

ecule type WOUlq involve _averaging the time_ elapsed betemperature forp=2.11 gicnt (squares 1.68 glcnd (circles, and 0.21
tween the formation of a given molecule and its disappearg/cn? (diamonds.
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single snapshot in time of atomic positions and velocities. A (a) 1x10°¢

T T T T T T T T T T
molecule may seem to disappe@darge vibrational ampli- ; p=2.11 g/em’
tude and reappear shortly aftéwithin one or two vibra- 1x10*E
tional periods. Is one to count such an event as a real chemi- 4 35
cal reaction or should it be considered an artifact and T 1x10°
discarded? The molecule recognition algorithms used in MD £ of
have limitations in properly accounting for such effects, H 1X10§
leading to serious problems in calculating mean lifetimes. g 1x10'k
We use a more robust method to estimate the mean life- & :
time of molecules from MD simulations based on the fact 1x10°E
that in most cases several statistically equivalent molecules :
of the same type are present at any given time. We find it 1><10‘(‘)'3
convenient to evaluate the mean lifetimés,) of molecule
a (once its population reached its asymptotic valuesing 5
(b) 1x10°¢
1x10*E
a=—A,tN“ , (1D & a0’k
2(N/,—N,) § i
& 1x10°
g 1x10'k
whereAt is the period of time used in the calculatiow, is g : 3
the average number of molecules of typeandN/, is the 1><10°;- 4

number of differentatomistically distinguishabjemolecules E
of type a that were present during the time of observation. X003 07 05 o oo " o

The numerator in Eq.11) represents to total effective obser- : 04 100(())/"% e} 0

vation time; the denominator represents the number of times

a molecule of typex is created or destroyed. N, =N, no © 1><105§ T T T T

reactions occurred during the observation time and our best of p=0.21 g/cm

estimate of the mean lifetime is infinity. As another example Ix10°¢ N, 3

of the meaning of Eq(11), suppose we start the calculation 2 5[ .__.—’—0‘”’_. ]
: ; . S Ix107F

with ten molecules of a given type and one of them disap- 2 : H,0

pears while a new one is formed during the observation time E 1x10°F Aehs ,__,_ﬁ,—_,—_fi i

(At); the average number of moleculé¥) is ten and the =z ; “"/l—"‘ Co

number of distinguishable molecules is 11. The mean life- E 1x10'y W 3

time according to Eq(11) is T=10At/2. This is the result i co, ]

we would obtain if we observed a single molecule for a time 1><10°§— PO PO * 3

10At and our molecule disappears and a new one is formed N . . . L

during the observation time. Note that Ed1) is only valid 10037 04 . 0.6 08 09

once the molecular population has reached its asymptotic 1000/T (K)

value; if more molecules of type are being formed than fg. s. Equilibrium mean life times of produdi&d. (11)] as a function of
destroyed, Eq(11) will underestimate their mean lifetime.  temperature for the three densities studied.

Figure 8 shows the mean free lifetimes fop,NH,O,
CO, and CQ as a function of inverse temperature for the
three densities studied. Note that the populations of CO a
p=2.11 glcni and that of CQ at p=0.21 g/cni are very In summary, we studied the thermal decomposition of
small and the calculation of mean lifetime becomes very inRDX for a variety of temperatures and densities using the
accurate. Even for the other cases the statistical uncertaintidisst principles-based reactive force field ReaxFF with MD.
(due to small system size and short time-scales characteristirom our simulations we extract a characteristic reaction
of MD simulation are significant. Our MD simulations show time that shows Arrhenius temperature dependence and de-
that for all conditions studied we have well defined mol-creases with density. This suggests that a single step kinetics
ecules with mean lifetimes betweenlO ps and 10 ns. The is a good approximation in this case. We also studied the
simulation atp=2.11 g/cni and T=3000 correspond to con- time evolution and asymptotic population of various prod-
ditions close to those of the C-J point in RDX. We find that ucts and intermediates. The population of CO and Gaw
under those conditions the mean lifetime ofGimolecules a marked density dependence. For low density essentially all
is ~5 ps, that of CQ is around 30 ps, and Nives much  C atoms form CO molecules, with an asymptotic population
longer, ~450 ps. This indicates that at the C-J point theof CO, of almost zero. With compression C atoms tend to
system is in a molecular stateather than a plasma like state clusterize into a condensed phase aggregate leading to a
with no covalent bonding C-poor gas phase and an increase in the population ¢fa€O

IIl. CONCLUSIONS
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